Any prediction of the future position and trajectory of an aircraft will contain errors due to both uncertainty caused by the environment and imperfect and incomplete information available to the prediction system. These prediction errors complicate conflict detection and resolution resulting in late or missed conflict detections and false alerts. Generally there are two types of conflict detection systems: geometric and probabilistic, and both of these systems have techniques for dealing with errors. These techniques often involve setting spatial buffers and limited time horizons, but these buffers are often not easy to select for optimized performance for specific trajectory prediction systems. This paper presents a probabilistic conflict detection system that uses a characterization of the trajectory prediction errors as input to minimize missed and false alerts instead of using derived buffers. The extra information provided by the probabilistic detector over a geometric detector can also be used by automated conflict resolution systems to pick more robust resolutions; balancing extra delay over reduced probability of recurrence of the conflict. Conflict detection results show that the probabilistic system can reduce missed alerts by about 10% while maintaining the same false-alarm rate or reduce false alerts by about 25% while maintaining the same missed-alarm rate when compared to a simple geometric system. When combined with a conflict resolution system, the probabilistic detection system provides more robust resolutions, reducing the number of resolutions required by about one third, but these resolutions require nearly twice as much total delay as the resolutions selected using a geometric detection system.

I. Introduction

There are two main ways of predicting future losses of required separation, or simply a ‘loss’, between aircraft. Geometric prediction schemes take two predicted trajectories and compare points that are coincident in time to determine if they are within some defined spatial region. Probabilistic methods attempt to estimate the probability that two aircraft are within a certain region of one another, and the probabilistic detection system has a cutoff probability value above which the aircraft are deemed to be in conflict (i.e. that the two aircraft are predicted to violate a required spatial separation at some point in the future). Trajectory prediction errors which are present in any prediction system complicate the conflict detection process.

Geometric methods generally deal with trajectory prediction errors by limiting the look ahead time for conflicts to a defined cutoff time and by protecting larger regions in space than are strictly required. But, a constant, limited look-ahead time does not take into account the fact that, even with errors, some conflicts are easier to predict earlier than other conflicts. For example, it is easier to predict that aircraft will be within 5 nmi of each other if they are on a collision course than if they are on a course that takes them 4.9 nmi from each other. Another limitation of this type of detection is that it is difficult to determine what the optimal values of this time cutoff and these spatial buffers should be. Ideally, to have the best performance, any time an improvement is made to the underlying trajectory prediction accuracy this should be reflected in the settings of the detection system. Geometric detection schemes only indicate that there is a conflict or that there is not one. They do not provide additional information about how likely they are to be in conflict in the future. One methodology for handling this is to wait to declare an actual conflict until there have been multiple successive positive predictions.

* Aerospace Engineer, Aviation Systems Division; Todd.A.Lauderdale@nasa.gov
Probabilistic methods of conflict detection, of which the formulation in this paper is an example, are based on the understanding that trajectory predictions contain errors. These methods rely on mathematical representations of the prediction errors. Since conflicts are identified when the conflict probability exceeds a cutoff value, there is no defined time at which a conflict will be identified. This allows for later detection for less severe conflicts and earlier detection for more severe ones. This should allow for more accurate predictions. The methods of probabilistic conflict detection presented in the literature either rely on a Gaussian representation of error or depend on random sampling to determine the conflict probability.

The method of probabilistic detection presented in this paper does not rely on an analytic formulation of the trajectory prediction errors, and numerical integration allows for the errors to be in a non-Gaussian form. The basis for the computations is a high-fidelity trajectory prediction in that the probability calculation is repeated for each point in this trajectory instead of being based on the current states. In proposed Monte-Carlo approaches, multiple trajectory predictions are required for each aircraft each conflict detection cycle, and this may be computationally prohibitive with a high-fidelity trajectory-prediction system. This paper presents the performance of this conflict detection system in a large scale simulation including random trajectory prediction errors. Also, the probabilistic detection system is paired with a conflict resolution system where the information on conflict probability is used in the resolution process to help choose more robust resolution maneuvers.

II. Inference of Conflict Probability

The goal of the conflict probability calculation is to determine the probability that any two aircraft will be in conflict in the future. The two inputs to the probabilistic detection system formulated in this paper are the predicted trajectories for the aircraft and the pre-calculated, estimated error distributions for the trajectory prediction system. These two pieces of information are combined through numerical integration to form a single probability of conflict (Figure 1) for those two trajectories.

\[ P_{LOS} = \int_{x \in \mathbb{R}^3} p(\text{pos}(A_1) = x | a_1) \cdot p(||\text{pos}(A_2) - x||_H < \overline{T} \land ||\text{pos}(A_2) - x||_V < \overline{V} | a_2) dx \]  

Figure 1. A block diagram representing the inputs and output from the conflict probability prediction system.

A. Inference Procedure

The first step of the computation is to assign a probability density function (PDF) that describes the probability that the aircraft is located at any point in three-dimensional space around each point in the predicted trajectories. These conditional PDFs can be functions of any number of factors including how far in the future the point is, the distance of the point from top of descent, the aircraft type, the proximity of the point to a route change. These PDFs should be based on an analysis of the performance of the trajectory predictor used by the detection system. These distributions are not restricted to an analytical formulation, such as a normal distribution, and they can even be represented in a tabular form.

Once these probabilities have been assigned, the probability calculation proceeds as follows. For each point at the same time, \(a_1\) and \(a_2\), in the first and second predicted trajectories respectively we can compute the probability that there is a loss, \(P_{LOS}\), by
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where \( p(\cdot) \) denotes a PDF, \( \mathbf{\Pi} \) is the required horizontal separation, \( \mathbf{V} \) is the required vertical separation, \( A_1 \) and \( A_2 \) refer to the first and second aircraft respectively, the \( \text{pos}(\cdot) \) function returns the three-dimensional position of the aircraft. In this equation, \( \| \cdot \|_H \) is a norm of the position on the horizontal plane and \( \| \cdot \|_V \) is a norm of the position on the vertical plane. To calculate the integral in Equation 1 the probability that the first aircraft is at position \( \mathbf{x} \) is determined from the error PDFs (Figure 2(a)). Then the probability that the second aircraft is within \( H \) horizontally and \( V \) vertically of \( \mathbf{x} \) is calculated (Figure 2(b)). These two quantities are multiplied together and numerically integrated over all \( \mathbf{x} \) in \( \mathbb{R}^3 \).

Figure 2. The probability calculation involves (a) calculating the probability that one aircraft is located at a point in space and (b) the probability that the other aircraft is within a certain range of that point.

B. Specific Implementation

The specific implementation of the trajectory position PDFs used for the remainder of the paper is shown in Figure 3. In this case the PDF of the position of the aircraft is decomposed into horizontal and vertical components, so

\[
P(\text{pos}(A) = \mathbf{x}) = P_H(\text{pos}(A)_H = \mathbf{x}_H) \cdot P_V(\text{pos}(A)_V = \mathbf{x}_V),
\]

where \( P_H(\cdot) \) is the horizontal probability, \( P_V(\cdot) \) is the vertical probability, \( \text{pos}(\cdot)_H \) and \( \text{pos}(\cdot)_V \) are functions returning horizontal and vertical positions, and \( \mathbf{x}_H \) and \( \mathbf{x}_V \) are the horizontal and vertical components of \( \mathbf{x} \).

Figure 3. (a) The horizontal probability is given by a two-dimensional Gaussian distribution, and (b) the vertical probability density functions is given by a uniform distribution from \( a \) to \( b \).

In Figure 3(a) the horizontal position is distributed as a two dimensional normal random variable with one principal axis coincident with the aircraft heading. So, the position of the aircraft in the horizontal plane is given by

\[
\text{pos}(A)_H \sim N(\mu(t, \psi), \Sigma(t, \psi)^2),
\]

where \( N(\cdot) \) is the normal distribution with mean \( \mu \) and standard deviation \( \Sigma \), \( t \) is the time into the future and \( \psi \) is the heading of the aircraft. Decomposing the normal distribution by using the principal axes and assuming that there is no bias to the mean gives

\[
\text{pos}(A)_H \sim N\left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} \sigma_{AT}^2 & 0 \\ 0 & \sigma_{CT}^2 \end{pmatrix} \right),
\]

where \( \sigma_{AT} \) and \( \sigma_{CT} \) are the standard deviations in the vertical and horizontal directions, respectively.
where $\sigma_{CT}$ is the cross-track standard deviation and $\sigma_{AT}$ is the along-track standard deviation. In this approximation, $\sigma_{CT}$ is a constant because the cross-track position of the aircraft is controlled by the flight management system and so the error will not increase with time. A possible exception to this could be to increase the cross-track errors near a commanded maneuver. Since along-track-position errors accumulate with time, $\sigma_{AT}$ is a function of time into the future. For this analysis it is assumed that $\sigma_{AT}$ is a linear function of time,

$$\sigma_{AT} = \sigma_{AT_0} + \alpha t,$$

where $\alpha$ describes how the along-track uncertainty grows with prediction time and has units of nautical miles per minute.

Vertical errors in trajectory predictions are generally functions of whether the aircraft is climbing or descending during that point of the trajectory and the distance from top of climb or descent. During the climb, the actual vertical rate is a function of the weight of the aircraft and the airline-specific thrust characteristics, so the position uncertainty increases in time during the climb. Similarly, the precise point of the top of descent is generally fairly uncertain, so as the predicted trajectory approaches the predicted top of descent, the vertical position can become more uncertain. The area around the top-of-descent point illustrates that the vertical uncertainty may not be captured well by a Gaussian distribution because as the aircraft approaches the TOD there is some likelihood that the aircraft will descend early but almost zero chance that the plane will climb significantly. Figure 3(b) shows how these characteristics can be represented using uniform distributions. The vertical position of the aircraft is represented by a uniform distribution,

$$\text{pos}(A)V \sim U(a(TOD_p, h), b(TOD_p, h)),$$

where $U(\cdot)$ is a uniform distribution and the upper and lower bounds, $b$ and $a$, are functions of the vertical rate, $h$, and the position of the predicted top-of-descent point, $TOD_p$.

### C. Numerical Calculation

Using the representations of the horizontal and vertical positions of the aircraft presented in the previous section, the probability of loss for two time coincident points, $a_1(\overline{7})$ and $a_2(\overline{7})$, given in Equation 4 is transformed to

$$P_{LOS} = \left(\int_{a_1}^{b_1} p_{U_1}(h_1) \int_{h_1-\overline{V}}^{h_1+\overline{V}} p_{U_2}(h_2) dh_2 dh_1\right) \cdot \left(\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p_{N_{AT_1}}(x_1)p_{N_{CT_1}}(y_1) \int_{C(x_2,y_2,\overline{R})} p_{N_{AT_2}}(x_2)p_{N_{CT_2}}(y_2) dx_2 dy_2 dx_1 dy_1 \right),$$

In this equation, $p_{U_1}(\cdot)$ and $p_{U_2}(\cdot)$ are the PDFs associated with the uniform distribution of the vertical probability of the first and second aircraft respectively. $b_1$ and $a_1$ are the upper and lower bounds of the uniform distribution of the first aircraft, and $\overline{V}$ is the vertical separation requirement. The functions $p_{N_{AT_1}}(\cdot)$ and $p_{N_{CT_1}}(\cdot)$ are the values of the PDFs associated with the along-track and cross-track dimensions respectively. The double integral is over a circular area, $C(\cdot)$, with a center at the point $(x_1, y_1)$ and with radius $\overline{R}$.

Since the altitude and horizontal probabilities are independent in Equation 7 these two values can be computed independently. The inner integral in the altitude probability can be solved analytically as a function of $h_1$, so the computation of the altitude probability reduces to a numerical integration problem over the range $h_1 \in (a_1, b_1)$. This can be solved relatively efficiently using adaptive quadrature or a similar method.

Because probability values are between zero and one, if there is a minimum probability threshold, $P_{CO}$, and the altitude probability is less that that value, then there is no need to compute the horizontal probability. This can reduce the computation time and remove the need to compute the more complex horizontal probability.

The horizontal probability requires the numerical computation of an integral over four independent dimensions. A simplifying assumption that is not used here would be to change the region of integration for the inner integrals from a circular region to a square region with sides of length $\overline{R}$. This simplification reduces the numerical integration of the horizontal probability from four dimensions to two because the
inner integral can be solved analytically using error functions. This simplification was not used because it overestimates the probability of two aircraft being in conflict and is particularly bad when the two aircraft are close to each other. The integral over the circular region can also be reduced to a numerical integration over one dimension and an analytical solution over one dimension using an appropriate variable substitution and the error function. Since error distributions can take non-Gaussian forms, a method for calculating the integral of the intersection of a circle and any two dimensional distribution was formulated.

For the forthcoming discussion, the horizontal position probability will be expressed as a Gaussian distribution, but this is easily generalized to any distribution, even a tabular representation of errors. There are many possible ways to integrate a two-dimensional Gaussian distribution over a circular region including using sampling, but for this solution, a mesh was created and then Trapezoidal rule calculations are performed over the two dimensions of the mesh. The goal of the mesh is to cover the variation of the underlying function and to correctly represent the boundary of the region. The algorithm to determine the mesh uses the radius of the circle and its center coordinates with respect to the mean value of the Gaussian. It also uses the two standard deviation values. Taking $5\sigma$ as the maximum extent of the Gaussian defines a box around the possible non-zero coordinates of the Gaussian. The intersection of a box surrounding the circle and a box surrounding the possible Gaussian values is used as the starting region for the grid. This region is then divided into evenly spaced grid cells. This initial grid is shown by the green points in Figures 4(a) and 4(c). The underlying Gaussian is smooth and predictable, so this initial grid would be sufficient to integrate it. But, the grid also needs to capture the boundary, so an additional step of refinement is performed. The grid is refined in two dimensions. First, all intersections with the circle and the x components of the mesh are added to the y component of the mesh. This is then repeated with the other dimension. The final mesh used is both the green and black points in Figures 4(a) and 4(c). Finally, all points inside the circle are assigned the value of the Gaussian distribution and all points outside the circle are assigned a value of zero (Figures 4(b) and 4(d)).

![Figure 4](image)

Now that the inner integral over the circular area in Equation 7 can be calculated as a function of the center of the circle $(x_2, y_2)$, the total integral for the horizontal position can be calculated using repeated Gaussian quadrature over $x_2$ and $y_2$. This value is multiplied by the previously calculated altitude probability and this process is repeated for each pair of points in the two trajectories. In this formulation, the inputs are the position probabilities defined in Equations 4, 5 and 6. In this paper, the maximum probability over
all of the pairs of points is used as the probability of a loss occurring.

III. Simulating Trajectory Errors

To evaluate the performance of the probabilistic conflict detection algorithm, a set of 4800 aircraft were simulated using the Airspace Concept Evaluation System (ACES)\textsuperscript{11} An important feature of ACES for this research is that in every conflict detection cycle two trajectories can be created for each aircraft. One trajectory, which is used as a baseline of truth, does not contain errors. The other trajectory, which is available to the automation and is used for conflict detection and resolution, contains errors when compared with what the simulated aircraft will fly. Every conflict detection cycle, the baseline can be used to determine if the conflict detection containing the errors was accurate or not.

ACES is capable of simulating many different types of trajectory prediction errors including cruise-speed, top-of-descent, climb- and descent-speed-profile, and weight errors as described in Lauderdale et al.\textsuperscript{12} Examples of some of these types of errors are shown in Figure 5. In the following sections when there is uncertainty present the predicted top-of-descent point can vary from the actual top of descent by up to 10 nmi in either direction and the other errors are selected randomly from uniform distributions that range from -10\% to 10\% of the nominal values.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{Examples of (a) vertical predicted and actual trajectories and (b) along-track distances which show some of the errors present in the simulation.}
\end{figure}

These errors represent the types of prediction errors found in current operations\textsuperscript{13} but for this analysis it is not important that they are an exact characterization of the errors found in the fielded systems. The important aspect of these errors is that they are similar to those found in the field and that the procedures used to characterize them are applicable to these fielded trajectory prediction systems.

IV. Conflict Detection Results

Using the ACES simulation tool, each time a conflict prediction is made an unperturbed trajectory is generated that provides the base truth about the conflict geometry to compare with the decisions made by the conflict detection system based on the trajectory containing errors. Erzberger et al.\textsuperscript{14} showed using an analytical formulation that two important aspects of the probability that a conflict will occur are the minimum separations of the actual conflict and the angle of incidence as depicted in Figure 6(a).

To explore this using numerical simulations, a metric of the severity of the conflict, $S$, is defined by

\begin{equation}
S = 1 - \sqrt{\frac{(V_{\text{min}}/V)^2 + (H_{\text{min}}/H)^2}{2}}
\end{equation}

where $V$ and $H$ are the required vertical and horizontal separations and $V_{\text{min}}$ and $H_{\text{min}}$ are the minimum vertical and horizontal separations in the loss. The severity, $S$ is one minus the normalized length of the vector connecting a collision and the point of minimum horizontal and vertical separation as shown in Figure 6(b). If the minimum separation is zero in both dimensions (i.e. a collision occurs) the value of the severity
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metric is one, and if there is no loss the value of the metric is zero.

Figure 6. (a) A schematic representation of the angle of incidence and (b) the distance of the minimum separation from zero separation which is used in the severity definition.

It is important to note that, to serve as a conflict detection system, the information about the probability of a conflict must be used to decide when to declare that a conflict between two aircraft has been detected. One way to do this is to select a probability above which aircraft pairs will be considered in conflict. This probability threshold can be referred to as a probability cutoff, and a higher probability cutoff generally results in fewer false alerts but more missed alerts and a lower time to loss when the conflict is detected.

To look at the dependence of the calculated conflict probability on the time to loss, the severity, and the angle of incidence, two simulations were run. In one simulation, trajectories with no errors were used, and in the other the errors described in the previous section were used. In both simulations an $\alpha$ of 0.5 nmi/min describing the along-track time growth of the trajectory uncertainty was used. Also, the vertical uncertainty bounds, $a$ and $b$, were set to constant values of $-5$ nmi and 5 nmi, and the cross-track uncertainty, $\sigma_{CT}$, was 0.1 nmi.

Since the probability of loss is being explored as a function of three different characteristics, these cannot be all shown on a single plot. Instead, figures 7(a) and 7(b) show the probability of conflict as a function of time to loss with color coding for the severity of the loss and the angle of incidence respectively. Each of the over 175,000 points on the plot is a single detection of an actual conflict using the unperturbed trajectories, and both plots contain the same set of points just shaded according to that conflict's severity or angle of incidence. For Figure 7(a), the color of each point is determined by the severity of the actual loss. The conflict probability, on the other hand, is based on the perturbed prediction. In Figure 7(a) it can be seen that as the time to first loss decreases the conflict probability increases. It can also be seen that conflicts with a higher severity generally have a higher probability and would thus be declared a conflict sooner for any given probability threshold. With this setup and the large numerical simulation, some losses only approach a 50% chance of occurring if the severity of loss is low. This result coincides with the results presented in the analytical study performed in Paielli and Erzberger.

The impact of the angle of incidence can be seen for the zero uncertainty case in Figure 7(b). This figure shows that conflicts with a lower angle of incidence tend to have a higher conflict probability especially in the range of 2 to 15 minutes before loss. Again, this echoes the results found in the previous analytical study.

When trajectory prediction errors are included in the simulation, these trends are still present, but they
are somewhat less clear. It can still be seen in Figure 8(a) that the conflict probability is a function of severity of the loss with higher severity losses generally having a higher conflict probability. The angle of incidence may even be more of a factor when including errors as shown in Figure 8(b). Conflicts with a higher angle of incidence tend to have a much lower conflict probability. This is especially clear when looking at the region of the plots where the conflict probability is less than 0.2 and the time to loss is less than 10 minutes. In that region of the severity plot (Figure 8(a)) there is a mixture of different severity levels, but in that region of the angle plot (Figure 8(b)) it is highly dominated by high angle-of-incidence conflicts. Combining the two plots it appears that conflicts with the lowest severity and the highest angle of incidence are the most difficult to predict (i.e. have the lowest conflict probability as time to loss decreases to zero).

Figure 8. For the case with trajectory-prediction error, each point represents a single detection of a loss of separation that will actually occur. Figure 8(a) shows the dependence on the loss severity and 8(b) shows the dependence on angle of incidence.

A comparison of missed and false alerts between a simple geometric conflict detection scheme using an 8 minute time horizon and a 6 nmi horizontal separation requirement and the probabilistic detection discussed in this paper is shown in Figure 9. Neither detection systems used buffers in the vertical dimension, but this is the subject of related work by Cone et al. Both detection systems made conflict predictions based on the trajectories with errors and these predictions were compared against losses detected using the unperturbed trajectories and the required separation values. Three different values of the time dependent component of $\sigma_{AT}$, $\alpha$, from Equation 5 and a range or probability cutoff values from about 0.35 to about 0.55 are shown in Figure 9. The center black dot represents the performance of the geometric system and the performance of the probabilistic system is normalized with respect to this performance. Each line shows how the missed and false alerts vary from the geometric case for a single value of $\alpha$ as functions of the probability cutoff used.

Figure 9. False alerts versus missed alerts for the probabilistic detection as compared to a simple geometric detection system for three different values of $\alpha$, in nmi/min, which is the time-dependent component of $\sigma_{AT}$ in Equation 5.
It can be seen from Figure 9 that there are values of the probability cutoff where there is a decrease in both missed alerts and false alerts as compared to the geometric detection scheme for $\alpha = 0.7 \text{nmi/min}$ and $\alpha = 0.5 \text{nmi/min}$. The optimal probability cutoff for these values is somewhere in the range $(0.4, 0.5)$. With $\alpha = 0.7 \text{nmi/min}$ it is possible to have about 25% fewer false alerts with the same number of missed alerts or about 10% fewer missed alerts with the same number of false alerts. There are many schemes that can be used to improve both the geometric and probabilistic detection results, but this figure shows that the probabilistic results can be at least as good as a geometric detection system.

V. Using Conflict Probability Data in Resolutions

To explore the interactions of the probabilistic detection system with a conflict resolution system, simulations were performed using the probabilistic detection system, ACES and the Advances Airspace Concept (AAC) Autoresolver. The Autoresolver provides strategic separation assurance in the 20 to 2 minutes to loss time frame. When resolving conflicts, the Autoresolver creates many different resolutions with over 10 possible successful resolutions to choose from. In the current implementation, the chosen resolution is the one with the least total delay.

One benefit of the probabilistic conflict detection system is that it provides a probability of a conflict occurring for a trajectory against any other trajectory. If a proposed resolution trajectory is compared against all other trajectories in the simulation then the probability of the primary conflict recurring is computed as well as the probability that the resolution results in a secondary conflict. Taking the maximum of these probabilities gives conflict probabilities for any possible resolution that the Autoresolver is evaluating. So, in addition to ranking possible resolutions based on their imposed aircraft delay, the resolutions can also be ranked based on their probability of a primary or secondary conflict occurring. A cost function combining delay and the probability of a conflict occurring can also be minimized, and for subsequent analyses the cost function

$$C = D + 10P,$$

will be used, where $D$ is the delay in minutes and $P$ is the reported probability of a conflict. This function basically equates 1 minute of delay with a 10% increase in conflict probability. The best ratio to balance additional delay with additional conflict probability is an area for further study.

Four separate simulations were performed using approximately 4800 aircraft across the United States; the experiment matrix is presented in Table 1. The first simulation had no trajectory prediction error and used a geometric detection system. This served as a baseline case. The other three simulations were all performed with the trajectory prediction errors described previously. The second simulation used the geometric conflict detection system and chose resolutions based on delay. The third simulation used the probabilistic detection system to detect conflicts but still picked the preferred resolution based on minimizing delay. The final simulation used probabilistic detection and ranked possible resolutions based on minimizing the cost function in Equation 9.

<table>
<thead>
<tr>
<th>Simulation Number</th>
<th>Trajectory Error</th>
<th>Detection Type</th>
<th>Resolution Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No</td>
<td>Geometric</td>
<td>Delay</td>
</tr>
<tr>
<td>2</td>
<td>Yes</td>
<td>Geometric</td>
<td>Delay</td>
</tr>
<tr>
<td>3</td>
<td>Yes</td>
<td>Probabilistic</td>
<td>Delay</td>
</tr>
<tr>
<td>4</td>
<td>Yes</td>
<td>Probabilistic</td>
<td>Cost Function</td>
</tr>
</tbody>
</table>

Table 1. The experiment matrix for the resolution simulations.

For the geometric detection simulations, a conflict was indicated if the aircraft were within 6 nmi of each other with a time to loss less than 8 minutes. For a resolution to be successful, it required the aircraft to remain at least 7 nmi away from each other and be free of conflicts for at least 12 minutes. For the probabilistic simulations an $\alpha$ of 0.7 nmi/min was used, and a conflict was declared if the probability that the aircraft would be within 6 nmi of each other was greater than 0.4. A successful resolution required a conflict probability less than 0.2. Neither system used a vertical buffer even though there were significant trajectory-prediction errors in this dimension and they are known to be a significant problem. Combining this research with the vertical buffers discussed in Cone et al. is an area for future research.
Figure 10 shows a summary of some of the statistics from these simulations. The baseline case with no errors required around 4000 resolutions to maintain safety, and the geometric system with errors required over 7000 resolutions. Using the probabilistic detection with optimization based on delay reduced the number of resolutions implemented to about 5000 (Figure 10(a)) with the cost-function resolution selection reducing the number of resolutions beyond that.

![Graph showing the total number of resolutions and losses for different simulations.](image)

Figure 10. (a) The total number of resolutions and (b) the total number of losses for the four different simulations.

The total number of losses calculated using the flown trajectories after the conflict resolutions are applied are shown in 10(b). For reference, in the detection simulations with the same demand set but no resolutions executed, there were 2,060 losses. For the baseline, no-error, resolution simulation there are 4 losses, and these are due to simulation artifacts having to do with aircraft entering the simulation in a loss. Both probabilistic simulations have fewer losses than the geometric simulation with errors; reducing the total losses by about 8%. As was explored in Lauderdale et al.¹² many of the remaining losses are due to unpredicted altitude changes, and reducing this number is a subject of future work. The reduction in the number of resolutions required, combined with the overall drop in the number of losses, indicates that more robust resolutions were selected by the probabilistic resolution system. Also, making resolution selections including information about the probability that a conflict will recur improves the robustness of the selected resolution.

An example of a situation where this increased robustness in the probabilistic detection system using the cost function is evident is shown in Figure 11. This figure shows a situation from simulations where, using the delay-based selection criterion a resolution that is twice as likely to result in another loss would be chosen because the total delay is 25 seconds less. The cost-function based selection methodology would favor the lower probability resolution. Selecting the lower probability resolution is also generally in line with anecdotal evidence that shows that air-traffic controllers favor resolving conflicts by turning an aircraft behind the other aircraft instead of in front of it.

![Diagram of a conflict and two resolutions.](image)

Figure 11. A diagram of a conflict and two resolutions where one resolution has a delay of 65 seconds and a conflict probability of 0.1 and the other resolution has a delay of 40 seconds and a conflict probability of 0.2.
The cost of selecting more robust resolutions is shown in Figure 12(a). The average delays per resolution for the probabilistic simulations are more than double the average delays for the geometric simulations. Examining the total delay (Figure 12(b)) shows that the increase in the average delay is partially offset by the reduction in number of resolutions for the geometric simulations, but the probabilistic simulations still have almost twice as much total delay as the geometric simulations. Interestingly, when resolutions are selected based on the cost function, the total delay is less than when they are selected only based on delay. This indicates that, even though in a specific instance a resolution with larger delay may be selected if it has a lower chance of recurrence, overall the increased robustness of the resolutions provides a benefit because fewer resolutions are required.

Figure 12. The average delay [a] and the total delay [b] for the four resolution simulations.

To explore the reason behind the increased delay between the geometric detection system and the probabilistic detection system, the percentages of horizontal, speed, and altitude resolutions selected are shown in Figure 13 for the geometric and probabilistic delay-based simulations with trajectory prediction errors (simulations 2 and 3). It can be seen in Figure 13(a) that about 30% of the resolutions in the geometric simulation are speed resolutions. In the probabilistic run (Figure 13(b)) these speed maneuvers are replaced almost entirely by horizontal resolutions. This is most likely because a significant amount of trajectory prediction uncertainty is in the along-track direction. Since speed maneuvers only impact the along-track position, these maneuvers tend to stay within the uncertain regions. This is especially true for conflicts between arrival aircraft which tend to have a low angle of incidence. Figure 7(b) shows that lower angle of incidence conflicts result in higher probabilities of loss.

Figure 13. The percentages of speed, altitude and horizontal resolutions implemented in [a] the geometric, delay-based simulation with trajectory prediction errors and [b] the probabilistic, delay-based simulation.

VI. Conclusions

This paper has presented a new methodology to determine the probability of conflict between two aircraft. The probabilistic calculations take as inputs two trajectories of any fidelity from a trajectory prediction
system and a characterization of that fidelity. These trajectory predictions and the characteristics of their errors are combined numerically to determine a probability that those two aircraft will have a loss in the future.

Comparisons of the probabilistic detection system and a geometric system showed that the probabilistic system allowed for possible reductions in missed alerts and false alerts. These reductions were predicated on the correct selection of both a conflict-probability cutoff and along-track time varying uncertainty.

Simulations combining the probabilistic detection system and a conflict resolution system were performed and compared to similar simulations using a geometric system. The results showed that the probabilistic detection system reduced the number of losses and the number of resolutions required to provide the desired separation. This indicates that the resolutions selected were more robust to trajectory prediction errors especially when the information about the possibility of a conflict occurring on that resolution trajectory was used to select the desired resolution.

The drawback to using the probabilistic detection system was that it increased both the average and total delay required to resolve the conflicts. This increase in delay was at least partially due to a shift away from using speed resolutions toward using horizontal resolutions. Future work would look at how to minimize this extra delay by selecting optimal probability cutoff values as well as how to more accurately model the vertical trajectory prediction errors in the probability calculation.
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